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Smart 
Logging

Get real-time observability across all your voice assets in a single 
dashboard by proactively monitoring logs for issues. Go from 

issues to logs in 1-click. Detect errors, call & recording failures to 
improve service levels for managed services & cloud customers.​

It integrates with 35+ voice products through Syslog for Linux and 
a custom log collector script for Windows. 
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Pain & Solution

Existing monitoring systems lack timely visibility 
into critical issues like application errors, platform 
problems, system degradation, call failures, trunk 
downtime, and loss of recording. This delay in 
detection results in service disruptions, impacting 
business operations.

Voice operations team has no visibility 
of issues until they impact services

Logs from all voice systems are collected, scanned in 
near real time for errors and warnings when found, 
an alert is raised. Alert shows up on the dashboard, 
is notified via email and a ticket is raised for further 
processing.

Proactively watch out for errors and budding 
problems and bring it to human attention
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Challenges in accessing logs, such as access issues 
and missing logs, lead to delays in resolving 
escalations. These delays ultimately lead to 
breach of ​SLAs, impact the organization's ability 
to meet service level agreements effectively​

Pain & Solution

Problems take too long to resolve and 
cause escalations and SLA violations

The portal provides 1-click access to logs directly 
from an event (alert). The engineer no longer needs 
to raise ticket to get credentials, spend time to login 
and gather all the logs, thus saving precious time 
that can be used to debug the problem.

When an incident happens, gather all the 
evidence in one place and have it ready for 

analysis
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Features 5

Collect logs from 35+ voice 
systems without a log 

collection agent

Vendor agnostic. 
Supports all major Voice 

vendors.

Collect any log file – 
platform (OS) or 

application.  Can add 
more files to pipe.

Clone filters and forward 
logs for selective archival.  

Output in CEF, JSON and 
CSV to support all SIEMs.

Single dashboard to 
monitor errors and system 

health

1-click access to logs 
from the web portal.

Configure and manage 
simple log patterns on 

portal

Detect complex patterns / 
correlate logs using 

workflows

Custom dashboard widget 
for better observability

Store local copy of logs 
for 30 days for 

immediate access 

Integrate with AD for 
authentication

Get a report of alarms  
raised in last 30 and 365 

days.

Ability to transpose each 
log line into custom 

format

Integration with 
ServiceNow for tickets.  

Rest API for 
downstream 
automation.



1.Collect & process logs from 35+ voice products

2.Alert on Errors, Warnings and custom events

3.Clone, Filter and Forward logs 

4.Maintain a local store of logs for up to 30 days

5.Go from event to evidence in 1-click

6.Detect operational issues like loss of logs, call failures etc. 

7.Detect loss of recordings

8.Priced per data source monitored, billed monthly or annually

Benefits 6



Smart Logging  advantages over product 
native logging and alarming
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Success Story

Airline

A top airline in Asia that operated an Avaya, Cisco, Oracle and Verint 
contact center products wanted to proactively monitor the systems for 
errors, warnings and custom events and be notified of the same in 
practically real-time. Since sensitive customers could be in the logs, 
they wanted to mask any such PII, if found.

They implemented Assertion Smart Logging for 200+ voice servers, 
with near real-time log processing and alerts for errors, warnings, and 
custom events. The comprehensive dashboard improved network 
health visibility, while automated email alerts and ServiceNow tickets. 
The Voice Ops team gained quick access to 30 days of raw logs, 
significantly improving SLA adherence. PII masking ensured compliance 
with data privacy rules, and secured access via the bank's AD 
enhanced security.

Bank

A top 30 global bank operating in 60+ countries with a diverse voice 
network (Avaya, Cisco, AudioCodes, Oracle, Verint, and Microsoft 
Skype for Business) needed to collect logs from 800+ systems, filter 
IAM logs, and archive them separately for audit purposes. Not all 
products supported the Splunk HIDS agent, so collecting logs from 
every voice asset was not possible. Some systems could send logs to 
only one destination, so a method was needed to "clone" logs, 
archiving one copy in raw format and filtering another for IAM logs.

Assertion Smart Logging collated and collected logs from about 800+ 
voice servers from the bank. This agent-less system gathered logs 
from every voice system via various protocols and methods, cloning 
them into two copies. Raw logs were stored on a NAS, while filtered 
IAM logs were organized by product, asset, and date for easy 
retrieval. This streamlined log management and ensured compliance 
with audit requirements.
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NOTES:
• Access control via Enterprise AD / Local users 
• Usually, the Scanner is connected to the management interface of the voice asset
• Out of the box integration supports detecting Critical and Major alarms from the log stream
• Custom single line patterns can be added via the self-service portal
• On Linux systems, custom data sources like log files can be ingested into the syslog stream by editing the syslog.conf file (will require sudo permission)
• On Windows systems, custom data sources like log files can be ingested into the log stream by editing the assertion’s log transport script
• Custom workflows can be coded by Assertion for complex log pattern matching / correlation of logs across systems.  
• Custom workflows can have UI widgets associated with them or a complete dashboard
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Voice assets SIEM / Long term store

Dashboard

Assertion® Smart LoggingSyslog
Windows events

Email alerts Tickets WorkflowsLog access

Available as a single node solution (Scanner + Core) or as a multi-node solution (multiple Scanners + 1 Core)

Assertion® Smart Logging   is a pipe that collects, monitors 
and enables smarter archival of logs
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SBC

Call processing

Assertion 
Smart Logging

Assertion® Smart Logging  core
HA/Simplex

Via UDP/Syslog 
from Linux servers

Management

Near-real time data

Scanner HA/Simplex

Notifications & TicketsAdmin portal

IVR Dialer ACD Recorder Custom 
application

Scanner HA/Simplex Scanner HA/Simplex

Event store

Store raw logs

Via UDP from 
windows servers

Log events

Log access

Architecture Design - Proactive log monitoring with 1-click log access 10



Architectural considerations

• Assertion Smart Logging core supports geo-redundant HA

• Assertion Scanner supports active-standby HA in the same site

• Alarm is generated with either Smart Logging core or Scanner node fails

• There could be up to 10min processing delay in updating the dashboard after the Scanner receives 
the log.

• Each Scanner supports collecting logs from up to 50 systems.  Multiple Scanners can be connected 
to the Core, without any known upper limit. 

• Local storage will be for at least 7 days.  There is no upper limit to the number of days the system 
can archive locally.

• Scanners can be “zoned” to handle assets in a certain geo to workaround network latency & 
regulatory requirements.
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Product Screens 12



13Product Screens



Out-of-the-box support for major OEM voice systems 14

*Latest major versions are supported



Hardware, Software and Network requirements 15

• Minimum 1 VMs - 1 Smart Logging Core to support 50 assets.

– Add Scanners to support more assets, a scanner per 50 assets.

• Assertion® Scanner has the following requirements:

– Hardware requirements – VM with 8GB RAM, 4 vCPU * 2.2GHz, free disk space of 150 GB.

– Software requirements – OVA provided with RHEL 9.x.  Customer to provide license.

– Network – 2 NIC cards, 1Gbps 

• Assertion® Smart Logging Core has the following requirements:

– Hardware requirements – VM with 16GB RAM, 4 vCPU * 2.2GHz, free disk space of 500 GB.

– Software requirements – OVA provided with RHEL 9.x.  Customer to provide license.

– Network – 2 NIC cards, 1Gbps

• Network attached SAN store – 5 TB

– If SAN store is not available, the core will double up as log store.  In that case, the core’s disk requirement changes to 5 TB.



PoC / Trial offer

We offer a 30-day Proof of Concept (PoC) for Assertion Smart Logging 
tailored to meet your business needs!

Opt for a no obligation PoC to test the system in your environment. 
Purchase only if the PoC is successful. This flexible approach allows you 

to experience the value of Assertion Smart Logging with confidence.
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Thank you
Contact us today to discover how Assertion's innovative solutions can elevate 

your technology infrastructure and meet your evolving needs.



DC

Assertion Smart Logging core (active)

DR / Satellite sites
Scanner – HA (active)

Scanner – HA (standby)
Scanner simplex

Scanner plane

Assertion Smart Logging core (standby)

NOTE:
1. Scanner and Core independently reach the Log store.
2. Scanner will store the logs on local disk if it cannot reach the log store.  It will upload to log store once connectivity is restored. 
3. If connectivity between Scanner and Core breaks, an email alert will be triggered.  
4. Scanner failover and failback in HA mode is automatic and transparent.
5. Core failover to standby and failback must be triggered manually. 
6. Scanner will automatically reach the standby core server if active is not reachable. 
7. The log store and Db store SAN locations must be highly available (pre-requisite).

Log store 
location

Db store 
location

Smart Logging HA architecture



DC

Assertion Smart Logging core (active)

DR / Satellite sites
Scanner – HA (active)

Scanner – HA (standby)
Scanner simplex

Sync to active server

Assertion Smart Logging core (standby)

NOTE:
1. Scanner will uplink the logs to both Active and Standby Core servers simultaneously, at all times.
2. Core Active and Standby HA pair can be geo-separated.  The replication is an on-going activity, at all times.
3. Core failover to standby and failback must be triggered manually. 
4. Scanner will store the logs on local disk if it cannot reach the Core servers.  It will upload to the Core server(s) once connectivity is restored. 
5. If connectivity between Scanner and Core breaks, an email alert will be triggered.  
6. Scanner HA nodes need to be co-located.  Failover and failback in HA mode is automatic and transparent.

HA replication

Geo-redundant site

Sync to Standby 
server

Smart Logging special HA architecture
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